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bstract: Consiruction peculiarity of neural network “neo-
E agnitron” was considered as applied fo image recognition
usk A new structure of multilayer neural nerwork based on
E firy logic was developed, thai was designed for classification
of objects having pixel distortions on halftonie images. This
E reural network allows significantly increase recognition ac-

= curacy.

Keywords: Neocognifron, Neural nehworks, Image recogni-
EJion.
1. INTRODUCTION

Object recognition is one of the main stages in the
L image analysis. Object recognition task is stated in the
following way. It is necessary o discover a map of an
input pattern X to Y, where Y is a class of the input
pattern. The map is defined by set of pairs (input
pattern, class of pattern). The number of pairs {training
amples) is significantly less than the possible amount
of pairs {input, output). So training set consists of
fraining samples.

If images are strongly disterted, it is very difficult to
find informative features of the object. In common case
we have distortions of 1wo I1ypes: brighiness
characteristic or position of a pixel is changed.

Neural network (NN) classifiers give the most
obust classification in the case when images are
strongly distorted. There is a number of NN suited to
this goal: a multilayered perceptron. a network of radial
pasic function, an ART metwork (Adaptive Resonant
Theory), Hopfield network, Kohonen self-oganasing
map-

An image pattern is the structured description of the
object on the image. The most appropriate NN classifier
of the image patterns is a neocognitron (Fukushima,
1983). It has hierarchical structure of layers and is
designed to model human visual path of brain (Hubel,
1962). The neocognitron provides invariant
recognition, which is based on successive stages of
local template matching and spatial pooling. The
following ways are known for development of NN
hierarchical  image  recognition:  neocognitron
modification to in increase its perfomance (Lovell,
D.R., 1992), finding additional feature invariants and
changing feature extraction rules to improve
recognition accuracy (Wiskott, L., 2003: Satoh, S.,
1997), development of unsupervised algorithms for

Aleksandr Doudkin, Maksim ¥ atkin
United Institute of Informatics Problems of NAS of Belarus, Surganov str. 6
vatkin(@lsi.bas-net.by, doudkin@newman.bas-neL.by, hitp://si.bas-net.by

feature hierarchy creation (Pan, 7., 1999; Wersing, H.,
2003; Behnke, S., 2003; Scalzo, F., 2005).

Let’s generalize main points of structural and
algorithmic solutions in image recognition based on
necognitron NN.

1. Two types of features are considered for images:
simple features that can be found in any image and
complex features thal are spatial combination of the
simple features.

. The features are organized in hierarchy according
to complexity, where the features with the same
complexity form a single hierarchical level. The simpic
features belong to the first hierarchical level.

3. Multi-layer NN is developed, where a number of
its layers is equal to a number of the hierarchical levels.
Neurons of each layer are grouped, where 2 number of
groups is equal to a number of features of given
complexity. Neurons of the group (a sublayer} deiecis
the same local feature on the input image, S0 2 NELrons
activity represents a map of a feature distribution on
the image.

4. Pattern recognition is made using tayer-by-layer
activation from the input layer that detects the simpie
features to the output layer that detects all features of
the pattern in a whole.

So the following tasks are soives for the
neocognitron development:

1. Define feature detection method (the rule o
neuron activation}.

2 Define a criterion of effectiveness using of set oi
features on one layer. That criterion aliows optimizing &
number of neurons groups (sublayers).

3. Develop a hierarchy of the features and a method
of combination of the features of the level to form the
feature of the next hicrarchy level.

In (Sadykhov, 2001) we proposed a neocognitron
modification based on the mentioned principles, that
classifies objects with distortions of its form. Deteciion
of a local pattern feature is realized by a pair of inhibi-
tory and excitatory neurons. Additional generalizing
neurons are used to provide invariance of recognition of
a pattern having form distortions. Inputs for generaliz-
ing neurons are activities of excitatory neurons of de-
tection layer (fig. 1),
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Fig. 1. Connection structure of generaiizing layer.

where NV is a number of input links of neuron or size of
receptor field of the neuron, P is a number of neurons in
overlapping area of receptor fieids, d; are unmodified
weight of excitatory connections. Values &, are defined
in such a way to decries monotonically form center to
the border of neurcn reception field. The activation rule
acts in such a way: if detected feature lies in overlap-
ping region of two neurons, both neurons are activated.
Thus, the neuron activity of previous layer passes into
the activity of several neurons of cusrent fayer. That
rule provides biurring of the feature in the generaliza-
tion layer.

This classification model has following advantages:

= More adequaie method of image local feature ex-
traction;

¢ An automated algorithm of feature extraction for
each layer;

v A possibility to process halfione images.

This new modification is intended for recognition of
patterns on haifione images that have both form and
brightness distortions. The mentioned above ruie is
close to it biofogical analog but there is a number of
shortcomings in the peint of view of software realiza-
ton:

s A complex rule for detection feature;

= A quesiionable use of blurring for ensuring of
recognition invariance of patterns with form
distortions;

= Use of additional layer of generalization neurons
{o ensure recogniiion invariance.

As alterpative we propose a new neuron structure
and an activation rule. That rule is based on a fuzzy
difference function of two matrices, that is invariant to
value and position changing of matrix elements. As
training rule we use a fuzzy mean function that is calcu-
lated dynamically. It is also invariant to the mentioned
changes.

II. MODIFICATION OF RULE FOR FEATURE
IDENTIFICATION

Let’s consider two matrices
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where W is a matrix of pixel values of sample pattern, 4 wrplt+
is a matrix of pixel values of pattern that has distortions
of pixels of two types: changes in a brightness and a
position. Matrix A has bigger size because of the
changes in the of pixel positions.

Let’s define parameters B and R of a range of pixel
distortions. R defines a maximal possible shift of pixel
positions in matrix A relatively 0 equivaient positions
in matrix W, and B is a maximal possible interpixel

distance, 1.e. iw,’J,--aﬁR,HR!gB. Let's note, thal

[ Va1 — Va2 <6 for any two neighbouring pixels
2yiy1s Bxayz and their shifts V,j 1 = a4 1 ~day and

=T r
Voo y2 = Ax2yz T 2,y20 where -

8 <max(¥,, ;1 Ve,2 ). It specifies uniformity of

geometrical distortions, L.e. the neighbouring pixels are.

displaced almost equaliy.
et's construct a matrix
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Now a difference function of matrixes A and W
defined as follows:

Neuron
= 100 tor ficld:
AAW)=—-D d, .
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Ne

If a training image A' is entered on each tral
step £, we shall receive a sequence of updating maifi=
ces of the reference image { W' |1 =0, ..., Tn}, where
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where for @, is fulfilled
lw,, (-, O min {w,,O=a.,. 0 ).

Thus, the structure of the developed neuron can be
represented in in figure 2 (for case of one-dimensional
data), where [ming, max,}, k= 1, ... N, are defined as in
the formula (4):

min, = min{g,,,),i=0..2-K;
!

max; = max{ak“-), i=0..2-R.
1

As a resuit, the performance is raised approximately
to kt =~ 15N times for the activation of one neuron in
comparison with the original neocognitron.
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1iI. NN STRUCTURE
The structure of the developed NN is close 0 the
struciure of neocogniiron network (Fukushima, 1583),
but in contrast to it generalized layers are absent
(fig. 3).
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Fig. 3. NN struciure.
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Fig. 2. The neuron structure.

The receptor layer R transforms pixel brightresses
to values of neuron activity.

Neurons that extract the same feature on the input
data are united in one group. Input daiz for each neu-
ron is the local part of data from the previous layer
with displacement that corresponds to neuron indexes
inside of it group.

Figure 4 shows the receptor fields of neurons from
one group in case of one-dimensional inpui data.

In the case when input data are bidimentional,
neurons also are organized in bidimentional structure.
Thus, one group neurons activity forms a distribution
of an extracted feature in the input data.

IV. DEFINITION OF DISTORTIONS INVARIANCE RANGES
OF NEURONS

Let L be training images of size X on Y, then B is

calculated according to formula (7):
\\
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Lel's define F as an average frequency of a bright-
ness jump on the ImMage, for which the neighbouring
pixeis belong Lo one level, if the absolute difference of

their brightness is Jess than 5. Now radius & ol geo-

metrical distortions we set as
A= [().3/)‘7, (&)

where [x} is the nearest integer of x.

The formula {§) describes the fact, that if the ra-
dius of distortion exceeds on 30 % the average diame-
ter of smallest object feature on image, than the image
mixes up so that it is impossible to identify the feature
and it is impossible to identify the image in the whole.
Here the smallest feature of object shouid be under-
stood as feature of object that cannot be divided into
smaller features. The border of image area forming
smallest feature is almost convex figure. «Almost
convex figure» means that any secant drawn through

Areas of object
feature search

input data

Neurons that

Overlapping arcas of ]
form group
=

receplor lields of
neighbor neurons

Fig. 4. The scheme neurons association in group.

its centroid crosses a fugure border only twice. Di-
ameier of the smaliest feature is defined as an average
length of the secants.
Thus, using training we can find neuron parame-
ters R and B.
V. FORMATION OF TRAINING SET FOR NN LAYER

The images for cach layer arc formed by the net-
work developer according to specificity of recognized
objects during neocognitron NN training. It is inefli-
cient for automalic adaptation of recognition system
io different training data and we developed an auto-
matic algorithm for training set creation.

For each layer of NN it is possible to define the
sizes of a neuron receplor field projection from some
layer on an input layer of NN. In figure 5 the receptor
ficld projection from 2-nd layer on an input layer is
represented in case of one-dimensional input data.

Thus. for each training image it is possible t0 ob-
{ain K training images for some i-th layer of NN:

K=Nin*N.+1. {9)

where N, is the size of an input data and N, is the
size of a projection recepior fields of i-th layer.

Projection ol recepivi
field ol ncuron from 2=
nd laver on an input
jayer of a network

\ O
IV & O b
\
|
O
R S S- @]

Fig. 5. A method of construction of a recepior field
projection.

Training daa for i-th layer of NN are considered
as informative, if the condition is satisfied:

Fm/Fg\ < 0.8 or F;\/F;n <(0.8, (]0)

where Fi, is an average frequency of hrightness jump
on the input image and F is an average frequency of
of brightness jump on the image received in a receplor
field projection window.

Having training set for each layer, it is easy 0 no-
tice that the problem of training of a layer is reduced
tc 2 layer input data clusterization probiem.

Vi, ALGORITHM OF NETWORK LAYER TRAINING

Since neurons from one group have identical weighls E
matrixes, the whole group can be represented in the
form of one neuron, and & layer can be represented in
the form of a single-layer NN, where each neuron
corresponds to the gioup. For training such network 3
we can use clusierization algorithm, where each clus- §
ter corresponds {0 One NEUromn. Alter training a nel-
work we use such NN as a prototype for construction
of a required layer in a multilayer NN, where the neu-
rons quantity in the prototype corresponds to the
quantity of the groups, and the neuron weights of the
prototype correspond to neurons weights matrixes ol
the corresponding groups.

If the iraining set of a layer is not greal and the de
sirable clusters quantity is known, it is convenientt
apply fuzzy C-means clusterization algorithm (Bez :
dek. 1981).

If the clusters quantity is not known, than it can b £
used peak grouping clusterization algorithm.

For the case, when the training set of a layer i
great and the desirable clusters quantity is not know
we developed clusterization algorithm that is based on
modification of multi-dimensional unsupervisel
FOREL (FORmal Element) algorithm.
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Vil. NN TESTING

Training set consists from 9 images of “upwards ©
unizct pads and 9 images of “downwards” contact

= : S s a
=mds. The example of training images is presented on

. 6.

=4

Fig. 6. An example of training images.

The network has three layers: the receptor layer
ue is equal to 32x32; the neurons receptor field size
the first fayer is equal to 3x3 pixel; the size the neu-
s veceplor fedd size of outpul fayer is equal o
B0 pixel.
E After training, the values of parameters R and B
breach layer are the following: for first layer - R=1,
B05: for target layer - R=1, B=39. The quantily of
wons groups are: for the first layer - 61, for a target
jer - 4.
A fragment of testing image is represented on fig-
7. Areas of the image, which have been classificd,
i led round by a black square.
As a result from 57 contact pads it has been cor-
wtly found 46. The quantity misclassified pads was
Quantity not found pads was 11. Total the recogni-
ia

as
3
i
~E L | - g
{ mistakes was 25 %.

2

Fig. 7. Fragment of testing image.

As the volume of training sample was small (on 4

‘er 18 - : . :

b e typical samples), the objects having very strong dis-
d % tortions, have not been recognized (fig. 8).

:d o1 e o

i c; The recognition accuracy was increased up to 90%
se

due to adding not classified images into cld training
set.

3

1

9

Fig. 8. Example of not recognized centact pads.

CONCLUSIONS

In the paper two problems were considered related

to hierarchical NN neocognitron design: performance
increasing and creation of unsupervised algorithm for
layers training that determines weights of neurons and
a2 number of sub-layers. The new fast aciivation and
training rule of neuron were introduced. The ruies arc
based on distortions invariant difference funclion thal
allows comparing matrices, which have changes of
matrix element position and value. Algorithms of
layer training set creation and layer training of net-
work was deveioped. On the base of the algorithms
full unsupervised algorithm of NN training was de-
veloped. Developed NN was approved on task of
topological elements recognition.
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